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Abstract: Due to the size of the web and its dynamic nature, building an efficient search mechanism is incredibly 

necessary. A huge range of web content is regularly being added each day, and information is continually changing. 

Search engines are used to extract valuable info from the web. Web crawlers are the principal part of search engine. It's 

a computer program or software that browses the World Wide Web in an exceedingly methodical, automatic manner or 
in an orderly fashion. It is an important methodology for collecting information on, and keeping up-to-date with the 

quickly increasing web. This Paper shortly reviews the ideas of web crawler, its design and its varied types with 

specification and working. 
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I. INTRODUCTION 

Web crawler is the central a part of the search engine that 

browses through the hyperlinks and stores the visited links 

for the future use. Web crawling is the means that by 

which crawler collects pages from the internet.  
 

The result of crawling is a collection of websites at a 

central or distributed location. Web search engines and a 

number of different sites use web crawling software to 

update their website or indexes of others sites’ website. 
Web crawlers can copy all the pages they visit for later 

process by a search engine that indexes the downloaded 

pages therefore the users can search much more with 

efficiency. 
 

It is a tool for the search engines and alternative 

information seekers to collect data for indexing and to 

enable them to keep their databases up to date. All search 

engines internally use web crawlers to keep the copies of 

data a contemporary. Search engine is split into different 

modules. Among those modules crawler module is the 

module on that search engine depends the foremost 
because it helps to supply the best possible results to the 

search engine [2]. 
 

Web crawlers are designed to retrieve web content and 

insert them to local repository. Crawlers are primarily used 

to produce a replica of all the visited pages that are later 

processed by a search engine that will index downloaded 

pages that facilitate in fast searches.  
 

Search engine’s main work is to store the data regarding a 

lot of webs pages that they retrieve from WWW. These 

pages are retrieved by an internet crawler that's an 
automatic browser that follows every link it sees [1]. 
 

This paper analyses the ideas of web crawler. This work is 

organized as follows. Section 1 introduces web crawler; 

section 2 is regarding the web crawler and its working; 

section 3 deliberates the various types of web crawlers and 

section 4 brings out the conclusion. 

II. WEB CRAWLER AND ITS WORKING  

A. Web Crawler 
 

A web crawler is an internet bot that consistently browses 

the World Wide Web, generally for the aim of web 

indexing. Web crawler is an internet service that assists 

users in their web navigation by automating the task of 

link traversal, making a searchable index of the web, and 
fulfilling searchers’ queries from the index. That is, a web 

crawler automatically discovers and collects different 

resources in an orderly fashion from the internet according 

to the user requirements [12]. 
 

 
 

Fig 1. Architecture of a web crawler 
 

B.Working of Web Crawler 
 

Figure 1 shows the generalized design of web crawler. It's 

three main components: a frontier that stores the list of 

URL’s to visit, Page Downloader that download pages 

from WWW and Web Repository receives web content 

from a crawler and stores it within the database. Here the 

fundamental processes are shortly defined. 
 

I)Crawler frontier: 
 

The crawler frontier contains the list of unvisited URLs 

from the web. The list is set with seed URLs which can be 
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delivered by a user or another program [6]. Merely it’s 

simply the collection of URLs. The working of the crawler 

starts with the particular seed URL. Then the crawler 

retrieves a URL from the frontier that contains the list of 

unvisited URLs. The page equivalent to the URL is 

fetched from the net, and also the unvisited URLs from the 

page are added to the frontier [7]. The cycle of fetching 

and extracting the URL continues till the frontier is empty 

or another condition causes it to stop. 
 

II) Page downloader: 
Page downloader's main work is to download the page 

from the net akin to the URLs that is retrieved from 

crawler frontier. For this purpose, the page downloader 

needs a HTTP client for the purpose of sending the HTTP 

request and to read the response. There should be the 

timeout period must set by the client so as to make sure 

that it will not take excess time to read massive files or 

wait for response from slow server. Within the actual 

implementation of it, the HTTP client is restricted to 

solely download the primary 10KB of a web page [9]. 
 

III) Web repository: 
Web repository is use to stores and manages a large pool 

of data "objects," [10] just in case of crawler the object is 

web content. The repository stores only standard hypertext 

markup language pages. All different media and document 

types are neglected by the crawler [11]. It's theoretically 

not that totally different from other systems that store data 

objects, like file systems, database management systems, 

or data retrieval systems. However, a web repository 

doesn't need to give plenty of the functionality like 

different systems, like transactions, or a general directory 

naming structure [10]. It stores the crawled pages as 

distinct files. So the storage manager stores the up-to-date 
version of the each page retrieved by the crawler. 

 

III.DIFFERENT TYPES OF WEB CRAWLER 
 

Following are the various types of web crawler: 
 

A. Focused Web Crawler 
 

Focused crawler collects documents that are specific and 

relevant to the given topic. It is additionally called a topic 

Crawler as a result of its approach of working. Focused 

Crawler is the web crawler that tries to transfer pages that 

are associated with each other. It determines however far 

the given page has similar to the specific topic and how to 

proceed forward. The advantages of focused web crawler 

is that it's economically feasible in terms of hardware and 

network resources, it will reduce the quantity of network 

traffic and downloads. The search exposure of focused 
web crawler is also large. 
 

Focused Crawler seeks, acquires, indexes, and maintains 

pages on some particular set of topics which represent a 

comparatively narrow segment of the net. The focused 
crawler is guided by a classifier that learns to recognize 

relevance from the examples embedded in topic 

taxonomy, and a distiller that identifies topical vantage 

points on the web. 
 

Focused crawling is a comparatively new, promising 

approach for rising the preciseness and recall of expert 

search on the net. A focused crawler ideally would really 

like to download only web content that are relevant to a 

specific topic and ignore downloading all others. It 

predicts the chance that a link to a specific page has 

relevancy before actually downloading the page.  
 

The focused crawler has three main components: First, a 

classifier that makes relevancy judgments on pages 

crawled to make a decision on link growth, second,  a 

distiller that determines a measure of centrality of the 

crawled web pages to determine visit priorities, and third, 

a crawler which has dynamically re-configurable priority 

controls that is dominated by classifier and distiller. The 

focused crawler aims at providing a less complicated 

alternative for overcoming the problem that immediate 

pages that are lowly ranked associated with the topic at 
hand. The concept is to recursively execute a thorough 

search up to a given depth and starting from the “relatives” 

of an extraordinarily ranked page [3]. Figure 2 depicts the 

architecture of focused crawler. 

 
 

Fig 2. Focused Crawler 
 

B. Incremental crawler 
 

Incremental crawler is one of the traditional crawlers 
which refreshes its collection and periodically replaces the 

previous documents with the recently downloaded 

documents. An incremental crawler always incrementally 

refreshes the present collection of pages by visiting those 

pages frequently; primarily based upon the estimate on 

however usually pages modification. It additionally 

exchanges less essential pages by new and many important 

pages. It resolves the matter of the freshness of the pages. 

The advantage of incremental crawler is that only the 

precious data is provided to the user, so network 

bandwidth is saved and data enrichment is achieved. The 

architecture of incremental crawler is shown in figure 3. 

 
Fig 3. Incremental Crawler 
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C. Distributed Crawler 
 

The distributed web crawling is a distributed computing 

technique. Several crawlers are operating to distribute 

within the method of web crawling, so as to possess the 

most coverage of the web. A central server manages the 

communication and synchronization of nodes, because it is 

geographically distributed. It primarily uses Page rank 

algorithm for its enhanced efficiency and quality search. 
The advantage of distributed web crawler is that it's robust 

against system crashes and different events, and might be 

adapted to varied crawling applications. 
 

To design a robust and efficient web crawler, it's required 

to create the task distribution across multiple machines in 
synchronous processing. Huge web pages should be 

independently distributed on the network and they should 

offer adequate chance and rationality for synchronous 

accesses. Meanwhile, synchronous distribution will save 

network bandwidth resources. Besides, in order to enhance 

the recall ratio, precision and search speed of the entire 

system, the interior algorithm of the search should boast 

certain intellectualization [4]. Therefore, the distributed 

web crawler adopts the subsequent structure design as in 

Figure 4. 
 

The core of system distribution is data distribution. Here 

the chief dispatcher is responsible for distributing URL to 

each distributed crawler. The distributed crawlers grasp 

web pages consistent with the HTTP protocol. So as to 

enhance the speed, many distributed crawlers will 
sometimes be launched at the same time. Distributed 

crawlers at the same time analyze and eliminate the 

collected web content, extract URL links and different 

relevant data, submit to their individual dispatchers, and 

their individual dispatchers submit them to the chief 

dispatcher [4]. 
 

This distributed nature of crawling method reduces the 

hardware needs and will increase the download speed and 

reliability [1]. 

 
 

Fig 4. Distributed Crawler 
 

D. Form Focused Crawler 
 

To manage the sparse distribution of forms on the net, our 
form Crawler avoids crawling through unproductive 

methods by: limiting the search to a specific topic; 

learning features of links and methods that result in pages 

that contain searchable forms; and using acceptable 

stopping criteria [1]. The design of the form crawler is 

depicted in figure 5: 
 

 
Fig 5. Form Focused Crawler 

 

This crawler uses two classifiers to guide its search: the 

page classifier and the link classifier. A third classifier, the 

form classifier, is employed to filter useless forms. The 
page classifier is trained to classify pages as belonging to 

topics in taxonomy. It uses constant strategy because the 

best first crawler [1]. 
 

E. Parallel crawler 
 

As the size of the internet grows, it becomes difficult to 

retrieve the entire or a major portion of the web employing 

a single method. Therefore, several search engines 

typically run multiple processes in parallel to perform the 

above task, so download rate is maximized. This kind of 
crawler is known as a parallel crawler [1]. We can also say 

that when multiple crawlers are usually run in parallel, it's 

referred as Parallel crawlers. A parallel crawler consists of 

multiple crawling processes referred to as C-procs which 

can run on network of workstations [2]. The Parallel 

crawlers rely on Page freshness and Page selection. A 

Parallel crawler may be on local network or be distributed 

at geographically different locations. Parallelization of the 

crawling system is extremely important from the purpose 

of read of downloading documents in an affordable 

quantity of time. 

 
 

Fig 6. Parallel Crawler 
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In Figure 6 we illustrate the overall design of a parallel 

crawler. A parallel crawler consists of multiple crawling 

processes that we refer to as C-proc’s. Every C-proc 

performs the fundamental tasks that a single-process 

crawler conducts. It downloads pages from the web, stores 

the pages domestically, extracts URLs from the 

downloaded pages and follows links. Depending on 

however the C-proc’s split the download task, a number of 

the extracted links could also be sent to different C-proc’s. 

The C-proc’s playing these tasks may be distributed either 

on a similar local network or at geographically distinct 
locations [5]. 

IV.CONCLUSION 

Web Crawler is the very important source of data retrieval 

that traverses the web and downloads web documents that 

suit the user's want. Web crawler is employed by the 

search engine and different users to frequently make sure 

that their information is up-to-date.  
 

The summary of various web crawlers has been presented 

in this paper. When only data about a predefined topic set 

is needed, “focused crawler” is being employed. 

Compared to different crawlers the focused crawler is 

intended for advanced web users focuses on specific topic 

and it does not waste the resources on irrelevant material.  
 

Focused crawler is a young and inventive area of research 

that holds the promise to give benefit from many 

sophisticated data mining techniques. 

ACKNOWLEDGMENT 

The authors are grateful to reviewers for thorough reports 

with comments and corrections that have helped to 

improve this article. 

REFERENCES 

[1] Dhiraj Khurana, Satish Kumar,“Web Crawler: A Review”, IJCSMS 

International Journal of Computer Science & Management Studies, 

Vol. 12, Issue 01, January 2012. 

[2] Trupti V. Udapure, Ravindra D. Kale, Rajesh C. Dharmik,“ Study 

of Web Crawler and its Different Types”, IOSR Journal of 

Computer Engineering (IOSR-JCE),Volume 16, Issue 1, Ver. VI 

(Feb. 2014), PP 01-05. 

[3] Soumen Chakrabarti, Martin van den Berg, Byron Dom, “Focused 

crawling: a new approach to topic-specific Web resource 

discovery”, PP 1623-1640. 

[4] Shaojun Zhong, Zhijuan Deng ,“A Web Crawler System Design 

Based on Distributed Technology”, JOURNAL OF NETWORKS, 

VOL. 6, NO. 12, DECEMBER 2011, PP 1682-1689. 

[5] Junghoo Cho, Hector Garcia-Molina, “Parallel Crawlers”, ACM, 

May 7–11, 2002, Honolulu, Hawaii, USA. 

[6] Pant Gautam, Srinivasan Padmini, Menczer Filippo, “Crawling the 

Web” In Levene, Mark; Poulovassilis, Alexandra. Web Dynamics: 

Adapting to Change in Content, Size, Topology and Use. Springer. 

pp. 153-178. 2004. 

[7] Gautam Pant, Padmini Srinivasan, “Learning to Crawl: Comparing 

Classification Schemes”, ACM Transactions on Information 

Systems, Vol. 23, No. 4, October 2005, Pages 430–462. 

[8] Ioannis Avraam, Ioannis Anagnostopoulos, “A Comparison over 

Focused Web Crawling Strategies” 2011 Panhellenic Conference 

on Informatics, IEEE Conference Publications, 2011. 

[9] Wenxian Wang, Xingshu Chen, Yongbin Zou, Haizhou Wang, 

Zongkun Dai, “A Focused Crawler Based on Naive Bayes 

Classifier”, Third International Symposium on Intelligent 

Information Technology and Security Informatics, IEEE 

Conference Publications,2010. 

[10] Jun Hirai Sriram Raghavan Hector Garcia-Molina Andreas 

Paepcke, “WebBase : A repository of web pages” , available: 

http://ilpubs.stanford.edu:8090/380/1/1999-26.pdf. 

[11] Junghoo Cho and Hector Garcia-Molina. 2000a. “The evolution of 

the web and implications for an incremental crawler”, In 

Proceedings of the 26th International Conference on Very Large 

Databases.  

[12] Ayoub Mohamed H. Elyasir, Kalaiarasi Sonai Muthu Anbananthen, 

“Focused Web Crawler”, International Conference on Information 

and Knowledge Management (ICIKM 2012), IACSIT Press, 

Singapore. 

 

BIOGRAPHIES 
 

 Miss.Yugandhara Patil, received 

degree BE in computer engineering in 

2014 and now pursuing ME in computer 

science and Engineering from 

GHRIEM, Jalgaon. 

 

 
 

 Prof. Sonal Patil, received degree 

BE, Mtech in Computer Science and 

Engineering. She has total 68 

publications, out of which 56 are 

international and remaining are 

national publications. Now she is 

working as HOD of IT department, 

GHRIEM, Jalgaon. 


